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Abstract

Although machine learning (ML) is widely used in
practice, little is known about practitioners’ actual un-
derstanding of potential security challenges. In this
work, we close this substantial gap and contribute a
qualitative study focusing on developers’ mental mod-
els of the ML pipeline and potentially vulnerable com-
ponents. Studying mental models has helped in other
security fields to discover root causes or improve risk
communication. Our study reveals four characteristic
ranges in mental models of industrial practitioners. In
this short abstract, we focus on the first range that cov-
ers the intertwined relationship of adversarial machine
learning (AML) and classical security. Our work has
implications for the integration of AML into workflows,
security enhancing tools for practitioners, and creating
appropriate regulatory frameworks for AML.

1. Introduction

Adversarial machine learning (AML) studies the se-
curity of learning based systems. For example, tam-
pering with some features often suffices to change the
classifier’s outputs to a class chosen by the adver-
sary [5, 2, 14] . Analogously, slightly altering the train-
ing data enables the attacker to decrease performance
of the classifier [11]. Most attacks and mitigations
studied in AML are in an ongoing arms race [1, 12, 4].

Although machine learning (ML) is increasingly
used in industry, little is known about AML in prac-
tice. To tackle this question, we conduct a first study
to explore mental models of AML. Mental models are
relatively enduring, internal conceptual representations
of external systems that originated in cognitive sci-
ence [8]. In other security related areas, correct mental
models have been found to ease the communication of
security warnings [3] or enable users to implement se-
curity best-practices [15]. Mental models also serve to
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enable better interactions with a given system [16], or
to design better user interfaces [6].

Our methodology builds upon these previous works
by using qualitative methods to investigate the percep-
tion of vulnerabilities in ML applications. Our findings
shed light on four characteristic ranges of practitioners’
mental models of AML. In this short abstract, we de-
scribe the range that concerns the separation of AML
and standard security. In many cases, the borders be-
tween these two fields are blurry: a subject may start
talking about evasion and finish the sentence with a ref-
erence to cryptographic keys. On the other hand, secu-
rity threats are often taken for granted, whereas prac-
titioners are less aware of AML attack scenarios. The
three other characteristic ranges cover functional and
structural components, individual variations of percep-
tions, and differences in technical depth.

We found evidence that semi-automated fraud on
ML systems takes place in the wild. Our findings on
mental models allow to tackle these threats by (I) un-
derstanding how practitioners perceive AML threats,
(II) developing tools that help to assess and evaluate
security of ML applications, and (III) drafting ade-
quate regulations that reduce insecurity about AML.
Yet, more work is needed to understand the individual
and shared mental models of practitioners.

Related work. Although AML research has been
criticized for the limited practical relevance of its threat
models [7], there is little work about AML in practice.
To the best of our knowledge, only Kumar et al. [13]
have studied this question. They found that practi-
tioners are most concerned about poisoning and model
theft and put their results in relation to the Secure
Development Lifecycle developed for software.

2. Methodology

We describe the design of our semi-structured inter-
view study, the drawing task, our recruiting strategy,
the participants, and how we analyzed the data before
we describe the results of our study.
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Study design and procedure To assess partici-
pants’ perceptions, we conducted semi-structured in-
terviews enriched with drawing tasks, similar to Wu
et al. [17]. The structure of our interviews covered the
underlying ML pipeline of a given ML project a subject
was involved in and possible security threats within the
project. The detailed interview guideline can be found
in a long version of this paper. As a last step in our
interviews, we confronted the subjects with exemplary
attacker models for some of the threats considered rel-
evant in industrial application of ML [13]. To assess
practitioners’ understandings of these threats, the par-
ticipants had to discuss the attacks within their setting.

At the beginning of the interview, participants were
informed about the purpose of our study and the ap-
plied privacy measures. Each interview lasted approx-
imately 40 minutes and has been conducted jointly by
the first two authors of this abstract. Due to COVID-
19, the interviews were remote and relied on a freely
available digital whiteboard1 for the drawing task.

Recruitment Recruitment for a study on applied
ML in corporate environments is challenging, as only a
small proportion of the overall population works with
ML. We tried to initiate interviews with two multi-
national companies, however, both denied our request
after internal risk assessments. We thus focused on
smaller companies where we could reach out directly
to decision-makers and convince them to participate.
We relied on the individual networks of the authors
and public databases2, and used LinkedIn and emails
to get in contact with potential subjects. Our require-
ments for subjects were a background in ML or com-
puter science and positions such as data scientists, soft-
ware engineers, product managers, or tech leads. We
did not require any prior knowledge in security. After
15 recruited subjects, the research team agreed that
the interviews saturated, and we stopped recruiting.

Participants Subjects were randomly assigned IDs
for the study. One subject did not hand in the ques-
tionnaire and is thus not included in this description.

13 participants identified as male, one identified as
female. As intended for a first exploration of practi-
tioners’ perception of AML, our sample covered vari-
ous application domains and organizational roles: The
companies’ application areas were as diverse as health-
care, security, human resources, and others. Their sub-
jects’ roles were also diverse: Most subjects (8 of 15)
were in managing positions. Three were software or
ML engineers, three more were researchers. One sub-
ject did not report his role. Four subjects worked in

1https://awwapp.com/
2For example https://www.crunchbase.com/

companies with less than ten employees, five in compa-
nies with less than 50 and the remaining six subjects
in companies with less than 200 employees.

Data analysis Our analysis adopted an inductive
approach following recent work in usable security [10].
To distill patterns in interview transcripts and draw-
ings, we applied two rounds of open coding. We then
performed descriptive axial coding to group our data
into categories and selective coding to relate these cat-
egories to our research questions. Throughout the cod-
ing process, we used analytic memos to keep track of
emerging topics. The final set of codes can be found in
a long version of this paper.

We calculated Cohen’s kappa to measure the agree-
ment among the coders. For drawings, we reached
κ = 0.85, and for interview transcripts κ = 0.71. These
values indicate a good level of coding agreement since
both values are greater than 0.61 [9]. Given the semi-
technical nature of our codebook, we consider these
values as substantial inter-coder agreement.

Ethical considerations The ethical review board of
our university approved our study design. We limited
the collection of person-related data as much as possi-
ble. and complied with both local privacy regulations
and the general data protection regulation (GDPR).

3. Perception of AML and security

In our interviews, the boundary between classical
security and AML often appeared blurry or unclear,
with the corresponding concepts intertwined. On the
other hand, there were crucial differences in the percep-
tion between classical security and AML threats. One
difference is that whereas security defenses were often
clearly stated as such, AML mitigations3 were applied
without security incentives. Finally, we find a tendency
to not believe in AML threats. Many subjects denied
responsibility, doubted an attacker would benefit, or
stated the attack does not exist in the wild. There was
no such tendency in classical security.

3.1. Mingling AML and security

We first describe the intertwined perception of AML
and security before we investigate if security and AML
are used interchangeably using co-occurrence of codes.

Blurry boundaries. There are plenty of examples
on vagueness about the boundary between classical se-
curity and AML. For example S20 reasoned about eva-
sion: “this would require someone to exactly know how

3AML is far from being solved which we communicated to
our subjects if required. Here, we define defenses as techniques
which increase the difficulty for an attacker.



we deploy, right? and, where we deploy to, and which
keys we use”. At the beginning, the scenario seems un-
clear, but the reference to (cryptographic) keys shows
that the subject has moved to classical security. Anal-
ogously, when S18 reasoned about membership infer-
ence: “but that could be only if you break in [...] if you
login in to our computer and then do some data ma-
nipulation”. This subject was reasoning about phys-
ical access control as opposed to an AML attack via
an API. Sometimes, ambiguity in naming confused our
subjects. For example, S11 thought aloud: “poisoning
[...] the only way to install a backdoor into our models
would be that we use python modules that are somewhat
wicked or have a backdoor”. Here, the term ‘backdoor’
in our interview triggered a standard security mindset
involving libraries in contrary to our original intention
to query subjects about neural network backdoors. Fi-
nally, S12 stated: “maybe the poisoning will be for the
neural network. From our point of view you would have
to get through the Google cloud infrastructure”. From
an AML perspective, the infrastructure is irrelevant,
as the model is independent. Yet, the infrastructure is
perceived as an obstacle for the attack.

Co-occurrence of concepts. In the previous
paragraph, we discussed the blurry boundaries between
AML and classical security. Another example is S6
reasoning about IP loss: “we are very much concerned
I’d say the models themselves and the training data
we have that is a concern if people steal that would
be bad”. In this case, it is left out how the attack is
performed. Analogously, S9 remarked: “We could of
course deploy our models on the Android phones but we
don’t want anybody to steal our models”. To investigate
whether our subjects are more concerned about some
property or feature (data, IP, the model functionality)
than about how it is stolen or harmed, we examined the
co-occurrence of AML and security codes that refer to
similar properties in our interviews. For example, the
codes ‘model stealing’ and ‘code breach’ both describe
a potential loss of the model (albeit the security term
is broader). Both codes occur together six times, with
‘code breach’ being tagged one additional time. Fur-
thermore, the code ‘model reverse engineering’, listed
only two times, occurs both times with both ‘model
stealing’ and ‘code breach’. However, not all cases are
that clear. For example ‘membership inference’ and
‘data breach’ only occur together two times. The indi-
vidual codes are more frequent, and were mentioned
by three (‘membership inference’) and eleven (‘data
breach’) participants. Analogously, attacks on avail-
ability (such as DDoS) in ML and classical security
were only mentioned once together. Such attacks were
brought up in an ML context twice, in classical secu-

rity four times. Codes like ‘evasion’ and ‘poisoning’, in
contrast, are not particularly related to any standard
security concern. We conclude that AML and security
are not interchangeable in our subjects’ mental models
to refer to attacks with a shared goal.

3.2. Differences between AML and security

We focus on the differences of the perception of AML
and security by discussing defenses and threats and
conclude with the practical relevance of AML.

Defenses. All fifteen interviewees mentioned a
security defense (encryption, passwords, sand-boxing,
etc). An AML mitigation appeared in eight. In con-
trast to security defenses, however, AML defenses were
often implemented as part of the pipeline, and not seen
in relation to security or AML. As an example, S9, S15,
and S18 reported to have humans in the loop, however
not for defensive purposes. S10 and S16 were aware
that this makes an attack more difficult. For exam-
ple, S16 stated: “maybe this poisoning of the data [...]
is potentially more possible. There, we would have to
manually check the data itself. We don’t [...] blindly
trust feedback from the user”. Analogous observations
hold techniques like explainable models (3 subjects ap-
ply, 1 on purpose) or retraining (2 apply, additional
2 as mitigation). For example, S14 said: “when we
find high entropy in the confidences of the data [...] for
those kind of specific ranges we send them back to the
data sets to train a second version of the algorithm”.
In this case, retraining was used to improve the algo-
rithm, not as a mitigation. We conclude that albeit
no definite solution to vulnerability exists, many tech-
niques that increase the difficulty for an attacker are
already implemented, however often unintentionally.

Perception of threats. There is also a huge dif-
ference in the perception of threats in AML and se-
curity. In security, threats were somewhat taken for
granted. For example, S9 was concerned about se-
curity of the server’s passwords “because anybody can
reverse-engineer or sniff it or something”. Analo-
gously, S6 said to pay attention to “the infrastruc-
ture so that means that the network the machines but
also [...] libraries”. In contrast, almost a third of our
subjects (4 of 15) externalized responsibility for AML
threats. For example, S1 said that ML security was
a “concern of the other teams”. Other reasons not
to act include that subjects had not encountered an
AML threat yet, concluding AML was not relevant.
More concretely, S9 remarked: “we also have a com-
munity feature where people can upload images. And
there could be some issues where people could try to
upload not safe or try to get around something. But
we have not observed that much yet. So it’s not really



a concern, poisoning”. Roughly half of the subjects
(7 of 15) reported to doubt the attackers’ motivation
or capabilities. For example, S1 said: “I have a hard
time imagining right now in our use-cases what an at-
tacker might gain from deploying such attacks”. S20,
who worked in the medical domain, stated: “I’m left
thinking, like, why, what could you, achieve from that,
by fooling our model”. Finally, many subjects (9 of
15) believed that they have defenses in place. As an
in-depth evaluation of the effectiveness of defenses in
each setting is beyond the scope of this abstract, we
leave it for future work.

Practical relevance of AML. We might conclude
that AML threats are academic—yet, our interviews
showed that there are already attacks on ML in the
wild. S10 stated: “What we found is [...] common
criminals doing semi-automated fraud using gaps in the
AI or the processes, but they probably don’t know what
AML [...] is and that they are doing that. So we have
seen plenty of cases are intentional circumventions, we
haven’t quite seen like systematic scientific approaches
to crime”. The unconcern of most of our subjects could
then be an indicator that harmful AML attacks are
(still) rare in practice.

4. Practical implications and limitations

We found that most our subjects lack an adequate
and differentiated understanding to secure ML sys-
tems. Our findings can help to tackle these challenges
by understanding which mental models exist and how
to present adequate information to industrial practi-
tioners. To this end, but also independently, our work
helps to improve existing AML tools like libraries4 and
threat matrices5. Finally, we found that for many of
our subjects, the European general data protection reg-
ulation served as a scaffold for their privacy perception.
Similar frameworks for AML, which are on their way6,
could be supported by our work.

Our data is self-reported and subjected to a cod-
ing process. Yet, we continued coding and refining
codes until a good level of inter-coder agreement was
reached to limit the inherent subjective aspect of the
data. With 15 participants, our sample size is rather
small and limits generalizability. However, given the
applied methods and that we reached saturation, the
size is indeed acceptable [17]. Furthermore, AML is
still evolving, thus the awareness of AML in the wild
might increase. Our findings can thus only be valid

4For example the Adversarial Robustness Toolbox, Clever-
Hans, RobustBench, or the SecML library, just to name a few.

5foe example https://github.com/mitre/advmlthreatmatrix
6https://ec.europa.eu/newsroom/dae/redirection/document

/75788 for the EU draft on AI regulation.

temporarily. Finally, we studied a wide range of set-
tings, each of which deserves a security analysis by it-
self, which is clearly beyond the scope of this abstract.

5. Conclusion and future work

Based on our interviews, we take a first step towards
a theory of mental models in AML. In this short pa-
per, we focus on one of four characteristic ranges that
concerns the relationship between AML and classical
security. Both were often mingled, yet not used in-
terchangeably by our subjects. For example, security
and AML were not used interchangeably to refer to at-
tacks with a shared goal. Security threats were also
treated differently than AML threats: the latter were
often considered less relevant. Finally our study pro-
vides evidence of variants of AML attacks in the wild.

A clear understanding of mental models of AML
allows to improve information for practitioners, and
helps to develop tools that assess the security of ML.
Our work also highlights the need for regulatory frame-
works that reduce uncertainty about and awareness of
AML. However, a wide range of subsequent research
towards an encompassing theory of mental models in
AML is still required. This includes how mental models
are shared, how classical security and AML are related,
and work on threat specific taxonomies. Also AML
tools and libraries could benefit from a clear under-
standing on how information should be presented and
how these tools are used. Finally, we are convinced that
the AML community will benefit from further practi-
cal assessment of attacks occurring in the wild, as our
subjects only reported semi-automated fraud.
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