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Introduction
⮚ Deep neural networks are vulnerable to malicious attacks.

⮚ Many defense mechanisms are effective for guarding against typical 

attacks

⮚ AdvFoolGen, an adversarial attack contributes to understanding the 

vulnerability of deep networks from a new perspective and may, in 

turn, help in developing and evaluating new defense mechanisms.

The Technique: AdvFoolGen

➢ A VAE-GAN-like structure.

➢ Exploring the latent space where the clean samples lie.

➢ Generating diverse adversarial/fooling sets by varying the training epochs. 

Experiments

⮚ Initial Fooling ratio:

. 

⮚ Reattack fooling ratio with defense applied:

⮚ Samples generated from different epochs:

Analysis

⮚ How advfool samples and original samples behave in the latent 

space?

⮚ Analytical Study of AdvFool Images

Summary/Conclusion

➢ Over-parameterized network leaves backdoors for attackers.

➢ Simple defenses like retraining can be easily baffled.
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