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Background: L - .
Domain Adaptation: Contribution: =xperiments:
| P | ' | | o “* We propose a category-invariant feature enhancement (CIFE)
As collecting label is often expensive and time consuming, It Is of great mechanism, which enhances the discriminability of the domain- Table 1. Accuracy (%) on Office-31.
significance to learn knowledge from a label-dense (source) domain invariant features. The proposed CIFE improves the system Method AW DSW W=D ASD DA WA Avg
- ' L T ResNet-50 [11] 68.4+0.2 96.7+0.1 99.34+0.1 68.94£0.2 62.5+£0.3 60.7£0.3 76.1
and apply the learned knowledge to a label-scarce (target) domain. oerformance by optimizing the adaptability, rather than further e;;\q [1%[] J O81202 90.7H0.1 99,3501 6890, _ 0 376
- - - - I S ] : O7F. 2 99.6x0. 64+0.2 63.6£0.3 62.84+0.2 804
Domain adaptation Is proposed to learn transferable representations reducing the domain divergence. DANN [6]  82.0£0.4 96.9-£0.2 99.140.1 79.7+0.4 68.2+0.4 67.4£0.5 82.2
across domains such that a model trained on the source domain can % To evaluate the efficacy of the CIFE, we embed CIFE into two JAN [17] 85.440.3 97.44+02 99.840.2 84.7+0.3 68.620.3 70.0:0.4 84.3
' .. : : : MADA [19] 00.0£0.1 97.440.1 99.6+£0.1 &87.8+0.2 70.3£0.3 66.4+0.3 85.2
also perform well on the target domain. existing adversarial domain adaptation methods and evaluate them CDAN [[16]J 03.1402 982402 100.020.0 89.8:0.3 701404 68.0L04 86.6
Adversarial Training: on five benchmarks. Our proposed CIFE significantly improves upon BSP [4] 93.3+£0.2 98.2+£0.2 100.0:0.0 93.0+£0.2 73.6+0.3 72.6:+0.3 88.5
Adversarial Training was first proposed to generate images, then it was these two methods by yielding state-of-the-art results. Eﬁ,ﬂiﬂ Eﬁ-ﬂ 19030'10 19090}30 23‘2 1‘32 (;;3 E?‘i
extended to learn domain-invariant features across different domains * Further experiments are conducted to validate the teasibility of BNM [5] 92.8 08.8 100.0 92.9 73.5 73.8  88.6
- - - i - - advancing domain adaptation by optimizing the adaptability, and CIFE+DANN 90.7+£0.3 99.0+0.1 100.0-£0.0 90.0+0.5 71.0£0.3 69.9+0.3 86.8
fc.)r d.omialn a(.japtatlon' Adversarial tralnlng C.an a“gn dlffe.rent feature I h the h t infl th f fth CIFE+CDAN 94.0+0.2 99.34+0.1 100.0=0.0 93.4+0.2 75.9+0.2 74.34+0.3 89.5
distributions in the latent space. When applying adversarial training in expiore how the nyperparameter intiuences the periormance or the -
domain adaptation, it plays a two player mini-max game between a model. . e EEDA
domain discriminator and a feature extractor: the domain discriminator Methods: —— 1 P““’E“p "“";‘"”“"‘“3”' (1 "’)g” ‘"“g; —
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aims to distinguish source features from target features, while the ResNet-50 [11] 74.840.3 83.940.1 91.5+0.3 78.0£0.2 65.5+0.3 91.2+0.3 80.7
feature extractor strives to confuse the domain discriminator. F, DAN [15]  74.540.4 822402 92.8+02 863+0.4 692404 89.840.4 82.5
Motivati _ DANN [6]  75.04£0.6 86.0£0.3 96.2+0.4 87.0+£0.5 74.3£0.5 91.5+£0.6 85.0

otivation. Source data JAN [17]  76.840.4 88.0+0.2 94.7+0.2 89.5+0.3 742403 91.7+0.3 85.8

MADA [19] 75.0£0.3 87.940.2 96.040.3 88.8+0.3 75.2+£0.2 92.240.3 85.8
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Our model consists of two types of adversarial training: (1) The 30 mmm Joint Error mm CIFE+DANN
:"1. adversarial training between the domain-specific feature extractor F; Lo
Source data : . . : : 20- 1 41
:} ) and the category discriminator D;, aiming to extract category-invariant -
) features; (2) The adversarial training between the domain-invariant 10- 1.2-
Category-invariant feature feature extractor F. and the domain discriminator D,;, aiming to learn 0- 1.0
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domain-invariant features. The classifier C uses the concatenation of Adaptability da
the domain-invariant feature vector and the category-invariant feature (a) Adaptabil (b) A-distance
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vector as Its input and outputs the label probabilities.




