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Gradient obfuscation in CIFAR10?Certified defenses in CIFAR10
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• Common knowledge: Ensembling

predictions of input transformations 

enhance classification performance.

• Is the same true for adversarial 

robustness performance?Yes! 

• No trade-off with classification performance.

• We provide extensive empirical evidence for Both: 

• Defended and undefended models against a variety of attacks. 

In CIFAR10, CIFAR100 and ImageNet.

• For several types of input transformations.

• Gradient obfuscation does not appear to happen.

• Use transforms that ease the assessment of adversarial 

robustness. Thus,

– Differentiable and

– Deterministic

• Consider traditional crops, flips, and the composition of both.

• Easily implementable: wrapper in PyTorch.

• Separately use each of the top-performing 

attacks from AutoAttack.

• Check the effect on certified robustness by combining the 

wrapper with the methods of Cohen et.al. and SmoothAdv.


