
Encouraging Intra-Class Diversity Through a Reverse 
Contrastive Loss for Single-Source Domain Generalization

Motivation

Making deep networks generalize to unseen distributions is a 
complicated task: see DomainBed 
https://github.com/facebookresearch/DomainBed

Conclusion: no published multi-source domain 
generalization method yields consistently significant 
improvements over the standard training procedure

Our method : a reverse contrastive approach 

● By increasing the space between points of the 
same class in the latent space, the network is 
forced to learn different patterns for a single class

● We use the following reversed contrastive loss, 
along with the standard cross-entropy loss for 
classification (with m the multiplicative margin)

Results on our benchmark ↓

Conclusion

● Aiming for a tight-clusters large-margins latent space 
might be detrimental to out-of-domain generalization

● Existing methods only mitigate the damages, even in a 
very simple case

● Future work will be dedicated to more real-life like 
situations
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Research focus: simpler situation !

A class correlated pattern in training
 

is missing at test-time

● The network only learns the most efficient patterns
● At test-time, the network fails to make a proper decision

⇒ Networks focusing only on the most efficient patterns is 
one of the reasons why they fail to generalize outside of 
their training distribution 

Solution

Use several semantically-different classification strategies 
to make a decision and not only the most obvious one
● No counter-examples and only one source domain
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